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Regardless of the fact that emotions are usually recognized by combining facial and vocal
expressions, the multisensory nature of affect perception has scarcely been investigated. In
the present study, we show results of three experiments on multisensory perception of
emotions using newly validated sets of dynamic visual and non-linguistic vocal clips of affect
expressions. In Experiment 1, participants were required to categorise fear and disgust
expressions displayed auditorily, visually, or using congruent or incongruent audio-visual
stimuli. Results showed faster and more accurate categorisation in the bimodal congruent
situation than in the unimodal conditions. In the incongruent situation, participant
preferentially categorised the affective expression based on the visual modality,
demonstrating a visual dominance in emotional processing. However, when the reliability of
the visual stimuli was diminished, participants categorised incongruent bimodal stimuli
preferentially via the auditory modality. These results demonstrate that visual dominance in
affect perception does not occur in a rigid manner, but follows flexible situation-dependent
rules. In Experiment 2, we requested the participants to pay attention to only one sensory
modality at a time in order to test the putative mandatory nature of multisensory affective
interactions. We observed that even if they were asked to ignore concurrent sensory
information, the irrelevant information significantly affected the processing of the target.
This observation was especially true when the target modality was less reliable. Altogether,
these findings indicate that the perception of emotion expressions is a robust multisensory
situationwhich follows rules that have beenpreviously observed in other perceptual domains.

© 2008 Elsevier B.V. All rights reserved.
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1. Introduction

Human beings must be able to understand the emotions of
others in order to engage in successful social interactions.
Affect perception, like speech perception, is a particular sit-

uation where the combination of information expressed
from the face and the voice of the interlocutor optimises
event identification. However, despite the fact that our
ability to integrate these two sources in a unified percept
could be a determinant for successful social behaviour, the
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perception of affective states has typically been investigated
using one modality at a time.

Recently, a few studies explored the multisensory nature of
affective expressions (for review see Campanella and Belin,
2007). They indicated that congruency in information between
facial expression and affective prosody facilitates behavioural
reactions to emotional stimuli (Dolan et al., 2001; Massaro and
Egan, 1996), and that information obtained via one sense can
alter information processing in another (de Gelder and Vroo-
men, 2000; Ethofer et al., 2006a; Massaro and Egan, 1996). Such
cross-modal biases occurred even when participants were
instructed to base their judgement on just one of themodalities
(de Gelder and Vroomen, 2000; Ethofer et al., 2006a), supporting
the notion that processes underlying integration of facial and
vocal affective information is automatic.

With only a few exceptions (de Gelder et al., 1999; Kreifelts
et al., 2007), studies on bimodal perception of emotional ex-
pressions were conducted using static faces as stimuli. How-
ever, neuroimaging studies have revealed that the brain regions
known to be implicated in the processingof facial affect–suchas
theposterior superior temporal sulcus (pSTS), theamygdalaand
the insula–respond more to dynamic than to static emotional
expressions (e.g., Haxby et al., 2000; LaBar et al., 2003; Kilts et al.,
2003). Also, most importantly, authors reported cases of neu-
rologically affected individuals that were incapable of recog-

nizing static facial expressions but could recognize dynamic
expressions (Humphreys et al., 1993; Adolphs et al., 2003). Thus,
it is more appropriate, in research dealing with the recognition
of real-life facial expressions, to use dynamic stimuli because
(1) dynamic facial expressions are encountered in everyday life
and (2) dynamic and static facial expressions are processed
differently. This issue is of particular interest in the investiga-
tion of audio-visual emotion processing, where the integration
of dynamic prosody variation with still pictures results in very
low ecologically relevant material. Although integration effects
have undoubtedly been observed for voices paired with static
faces (de Gelder and Vroomen, 2000), it is clear that such in-
tegrative processing would be much stronger when dynamic
faces are used (Campanella and Belin, 2007; Ghazanfar et al.,
2005; Schweinberger et al., 2007; Sugihara et al., 2006). For
example, a recent study on person identification provides com-
pelling evidence that the presentation of time-synchronized
articulating faces influenced more strongly the identification
of familiar voices than when accompanied by static faces
(Schweinberger et al., 2007). Another clear illustration of this
point comes from studies of audio-visual speech perception,
and in particular the McGurck effect, where clips of faces
in movement, but not still photograph, influence speech
perception (McGurk and MacDonald, 1976; Campanella and
Belin, 2007). Another limitation of the aforementioned studies

Fig. 1 – Schematic representation of the stimuli. In the three experiments, participants were required to discriminate between
affective expressions of “fear” and “disgust”. Stimuli consisted in video (from Simon et al., 2008) and non-linguistic vocal clips
(fromBelin et al., in press). Depending on the task, the clipswere either displayed in noiseless condition orwere presentedwith
the addition of noise in order to decrease the reliability of the sensory information. These stimuli were either displayed alone
and in bimodal congruent (the same expression in both modalities) or bimodal incongruent (different expressions in both
modalities) combinations.
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on bimodal emotion perception is that auditory affective
material consistedof speechprosody (words, sentences) spoken
with various emotional tones, with the possibility of affective
tone of speech (emotional prosody) interacting with the
affective value that may be carried by its semantic content
(Scherer et al., 1984).

The present study thus attempts to asses the multisensory
nature of the perception of affect expressions using ecologically
relevant material that approximates real-life conditions of
social communication. To do so, we used newly standardized
and validated sets of dynamic visual (Simon et al., 2008) and
nonverbal vocal (Belin et al., in press) clips of emotional ex-
pressions (Fig. 1). In Experiment 1, subjects were required to
discriminate between fear and disgust affect expressions either
displayed auditorily, visually or audio-visually, in a congruent
(the same expressions in the two modalities) or incongruent
way (different expressions in the two modalities). This method
allows us to investigate whether the presentation of bimodal
congruent stimuli improves the subject's performance and
which modality dominates in a conflicting situation. Since we
observed a visual dominance in the perception of multisensory
affects, we also included a condition in which the reliability of
the visual stimuli was decreased to challenge this dominance.
To test if multisensory interaction in the processing of affective
expression is a mandatory process, we conducted a second
experiment with the same stimuli as those used in the first
but with the explicit instruction to focus attention to only one
sensory modality at a time. If multisensory interaction of af-
fective information is an automatic process, it should take place
even if the participant's attention is focused on only one
modality (de Gelder and Vroomen, 2000; Massaro and Egan,
1996). Because the influence of a concurrent signal increases in
situations where the reliability of a sensory channel is reduced
(Ross et al., 2007), such as face perception in the dark or voice
recognition in a noisy environment, the reliability of the visual
and the auditory signals was manipulated.

The originality of this study resides in the use of highly
ecological sets of stimuli in two experiments (the first with
unconstrained and the second with constrained focus of at-
tention) where the reliability of the sensory targets were
individually challenged in order to shed light onto themechan-
isms at play in themultisensory processing of affect expression.

2. Results

2.1. Experiment 1

Correct discriminations (Fig. 2) were analysed by submitting
Inverse Efficiency (IE) scores (see Data analysis section) to a
2 (Noises: Noisy or Noiseless)×2 (Emotions: Fear or Disgust)×3
(Stimuli: Visual, Auditory or Bimodal Congruent) repeatedmea-
sures ANOVA. As expected, we obtained a main effect of the
factor “Noises” (F=16, p≤ .001) showing better performance
with noiseless than with noisy stimuli. Of great interest for
the present study, we also obtained a main effect of the factor
“Stimuli” (F=8, p≤ .002) demonstrating lower IE scores with
bimodal stimuli compared to visual (p≤ .01) and auditory
(p≤ .005) stimuli alone. The ANOVA also revealed a significant
interaction between the factors “Noises” and “Stimuli” (F=22,

p≤10E-5). Post-hoc analyses revealed that bimodal superiority
compared to auditory stimuli was present in both conditions
of noise but that superiority of bimodal over visual stimuli
was only present with noisy stimuli (p≤10E-6). Finally, we also
obtained a significant interaction between the factors “Emo-
tions” and “Stimuli” (F=5, p≤ .01) showing that unimodal
auditory fear stimuli were less easily recognized than unimodal
auditory disgust stimuli.

To further test thepresenceofmultisensory gain in reaction
times (RTs) data, we investigated if the redundancy gain ob-
tained for RTs in the bimodal conditions exceeded the sta-
tistical facilitation predicted by probability summation using
Miller's race model of inequality (Miller, 1982) (see Data
analysis section for details). In all cases, we observed violation
of the race model prediction over the fastest quantiles of the
reaction time distribution, supporting interaction accounts for
faster RTs in bimodal than in unimodal conditions of
presentation (Fig. 3).

Because there are no “correct” responses with incongruent
bimodal stimuli, a tendency to respond either “fear” or “disgust”

Fig. 2 – Mean IE scores and standard errors obtained in
Experiment 1 for unimodal stimuli (blue for auditory, grey for
visual) and congruent audio-visual stimuli (red) for both
emotion expressions. The figure displays the results
obtained with noiseless visual stimuli (panel A) for noisy
visual stimuli (panel B). IE scores are obtained by dividing RTs
by correct response rates, thus eliminating any potential
speed/accuracy tradeoff effects in the data; the lower the
score, themore efficient the performance (Spence et al., 2001;
Roder et al., 2007). The best performance was obtained in the
bimodal conditions for both emotion expressions, especially
with noisy visual stimuli.
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was estimated by subtracting the proportion of “fear” responses
from the proportion of “disgust” responses (pDisgust−pFear) in
the four incongruent conditionsof stimulation (noiseless fearful
face/disgust voice; noisy fearful face/disgust voice; noiseless
disgust face/fearful voice; noisy disgust face/fearful voice). The
index, which varies between −1 (subject always responded
“fear”) to 1 (subject always responded “disgust”), was analysed
bymeans of a twoway 2×2 ANOVAwith “Visual Emotion” (fear
or disgust) and “Noises” (noiseless or noisy) as within-subject
factors. We observed a highly significant interaction effect
(F=25, p≤ .0002) showing that the index was more positive with
“normal visual disgust/auditory fear” stimuli than with “noisy
visual disgust/auditory fear” stimuli (p≤ .01) and that the index
was significantly more negative with “normal visual fear/
auditory disgust” stimuli than with “noisy visual fear/auditory
disgust” stimuli (p≤ .003). In other words, it indicates that with
noiseless visual stimuli, the participants oriented their re-
sponses toward the visual modality whereas with noisy visu-
al stimuli, the participants have a tendency to categorise the

stimuli in the affect class expressed in the auditory modality
(Fig. 4).

The fact that emotions in both modalities are equally well
recognized in noiseless condition of presentation does not ex-
clude a difference between visual and auditory stimuli in
perceived emotional intensity. It is thus possible that emotions
expressedvia thevisualmodality areperceivedasmore intense,
whichmay possibly underlie the visual dominance observed in
the incongruent condition with noiseless stimuli. To test this
assumption, 28naïve subjects (18 females;mean age 28, S.D. 7; 2
left-handed) rated each facial and vocal expressions with re-
spect to the intensity of disgust and fear on a 100-point visual-
analogue scale. Participants were instructed to “rate the
intensity of each of the two emotions in the clip from 0 = not
at all to 100 = themost intense possible”. Each clipwas therefore
rated on the two emotional categories (see Table 1). We car-
ried out a 2 (Emotion: Disgust and fear)×2 (Modality: Auditory,
Visual) ANOVA on the recorded data. Results showed a sig-
nificant effect of the factor “Emotion” (F=58, p≤10E-6) revealing

Fig. 3 – Redundancy gain analysis and test for violation of the race model inequality in Experiment 1 (Miller, 1982; Ulrich et al.,
2007). The scatter plots illustrate the cumulative probability distributions of RTs (only the first half of the quantiles are
displayed) with congruent bimodal stimuli (red triangles) and their unisensory counterparts (blue squares for auditory, grey
lozenges for visual), as well as with the race model bound (green dots) computed from the unisensory distributions. RTs were
obtained eitherwith noiseless visual stimuli (panel A and B) orwith noisy visual stimuli (panel C andD). Bimodal values inferior
to the bound indicate violation of the race model and the asterisks refer to statistical significance. In all conditions–but
especially for noisy visual stimuli–the race model inequality is significantly violated over the fastest quantiles of the reaction
time distribution, supporting interaction accounts.
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that “Fear” expressions were rated significantly more intense
than “Disgust”expressions.Wealsoobservedasignificanteffect
of the factor “Modality” showing that emotions expressed in the
visual modality were rated significantly more intense than
emotions expressed in the auditory modality (F=32, p≤5E-6).
This last result thus confirms the visual dominance observed in
our tasks and may explain why in incongruent situation with
noiseless visual stimuli, participants choose to orient their
response toward the visual modality (Fig. 4).

2.2. Experiment 2

IE scores obtained in Experiment 2 (Fig. 5) were analysedwith a
2 (Attention: attend visual or attend auditory)×2 (Noises: noisy
or noiseless)×2 (Emotions: fear or disgust)×3 (Stimuli: unim-
odal, congruent bimodal, incongruent bimodal) ANOVA. We
first observed a significantmain effect of the factor “Attention”
(F=5, p≤ .04) showing better performance when participants
attended the visual modality than the auditory one. As
expected, we also obtained a significant main effect of the
factor “Noises” (F=46, p≤10E-5) demonstrating the disrupting
role of the addition of noise to the stimuli. Importantly, we
obtained a powerful main effect of the factor “Stimuli” (F=43,
p≤10E-7), demonstrating better performance (lower IE scores)
with bimodal congruent stimuli compared to unimodal ones
(p≤ .02) and worse performance with bimodal incongruent
stimuli compared to unimodal (p≤10E-5) or congruent bimodal
ones (p≤10E-7).

The ANOVA also showed a significant interaction between
the factor “Attention” and “Emotions” (F=10, p≤ .05), which re-
sulted from inferior performances when participants discrimi-
nated fear stimuli in the auditory modality than in the visual
one. An interaction between the factors “Attention” and
“Stimuli” was also observed (F=6, p≤ .006). This effect indicates
that performance decreased significantly more in the bimodal
incongruent condition of stimulation when the subjects at-

tended to the auditory modality than to the visual modality
(p≤ .0005). Interestingly, we also obtained an interaction be-
tween the factors “Noises” and “Stimuli” (F=8, p≤ .001) showing
that the irrelevant modality especially influenced the noisy
targets.

We also examined the possibility that our results are at least
partly due to carry-over effects (see e.g., Wylie et al., 2004). For
example, the auditory influence observed when subjects were
instructed to attend only to the visual modality may have
occurred only in vision-only blocks that immediately followed
audition-only blocks. To test this hypothesis, we examined
whether the influence of the irrelevant modality was also
present in the first half of testing, when participants had not
already been instructed to attend to the irrelevantmodality.We
thus carried out another 2 (Modality attended first: Auditory,
Visual)×2 (Attention: Auditory, Visual)×2 (Emotions: fear or
disgust)×3 (Stimuli: unimodal, congruent bimodal, incongruent
bimodal) ANOVAs on IE scores. Noisy stimuli were not included
in the analyses since, as explained in Experimental procedures,
they always followed noiseless stimuli. We obtained a main
effect of the factor “Attention”, showing better results when
the visual modality was attended compared to the auditory
modality (F=6, p≤ .027). As expected, we also obtained a main
effect of the factor “Stimuli” (F=52, p≤10E-7), indicating better
results in the bimodal congruent condition than in the bimodal
incongruent condition. However, no interaction with the fac-
tor “Modality attended first” was found to be significant.
This clearly demonstrates that our results are independent
of carry-over effects and thus support the idea that multisen-
sory interactions in the processing of affect expressions are
automatic.

3. Discussion

In the present study, participants were required to discriminate
between “fear” and “disgust” emotion expressions displayed
either auditorily, visually, or audio-visually via short dynamic
facial and non-linguistic vocal clips. Our results provide
compelling evidence for the multisensory nature of emotion
processing and extend further our comprehension of the
mechanisms at play in the integration of audio-visual expres-
sion of affect.

In Experiment 1, when participants were instructed to
process emotional information in bothmodalities, they showed
improved performance (lower IE scores) with congruent bimo-
dal stimuli compared to either unimodal condition (Fig. 2).
Moreover, we observed that RTs in congruent bimodal condi-
tions exceeded the racemodel estimation (Miller, 1982) over the
fastest quantiles of the reaction time distribution, providing
evidence that information from the visual and auditory sen-
sory modalities truly interacted to produce the RT facilitation.
This evidence reinforces the notion of an intrinsicmultisensory
natureof affectiveexpressionrecognition. It isworthnoting that
these effects are greater in the noisy conditions, as predicted
by the “inverse effectiveness” principle—which states that the
result of multisensory integration is inversely proportional to
the effectiveness of the relevant stimuli (Stein and Meredith,
1993). This result highlight the substantial advantage of relying
on multisensory emotion processing in everyday life situations

Fig. 4 – Bias to respond either “fear” or “disgust” in
incongruent bimodal conditions was estimated by subtracting
the proportion of “fear” responses from the proportion of
“disgust” responses (pDisgust−pFear) in Experiment 1.
Participants tend to report the emotion expressed in the
visual modality with intact stimuli (black histograms).
However, they categorise more readily the stimuli as the
affect expressed in the auditory modality with noisy visual
stimuli (white histograms).
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where the reliability of one of the sensory channels can be
reduced, like in darkness or in a noisy environment.

We also used a condition where participants faced incon-
gruent audio-visual stimuli (different affect expressions in
both modalities). When incongruent bimodal pairs contained
noiseless visual stimuli, the participants oriented their re-
sponses more often toward the visual modality. This result
suggests some kind of visual dominance or “visual capture” in
the perception of affective expression. This may be related to
the fact that the perceived intensity of our emotional clips
delivered visually were judged as more intense than the ones
delivered via the auditory modality (see Table 1). However,
when participants were presented with audio-visual stimuli
composed of noisy visual stimuli, the participants categorised

more often the affect expressed in the auditory modality
(Fig. 4). These results demonstrate that visual dominance in
affect perception does not occur in a rigid, hardwired manner,
but follows flexible situation-dependent rules that allow
information to be combined with maximal efficacy (Ernst and
Bulthoff, 2004). Our results of audio-visual integration in af-
fective expression recognition thus obey a perceptual frame-
work where the degree of relative uncertainty in different
sensory domains dictates whether the overall perceptual
output is derived from one modality rather than another
(Ernst and Bulthoff, 2004). This process of giving more weight
to the less ambiguous modality would clearly offer ecological
benefits since decoding emotion expression is often associated
with multiple sources of sensory information with their

Table 1 – Intensity rating by expression category

Expression
perceived

Target expression

Visual_Fear Visual_Disgust Auditory_Fear Auditory_Disgust

Fear 80.3 (14.9) 1.4 (5.9) 70.2 (15.3) 1.2 (2.4)
Disgust 0.7 (2.1) 61.8 (20.1) 1.2 (3.3) 55.5 (22.1)

Naïve subjects rated the intensity of each facial and vocal expression of disgust and fear on a 100-point visual-analogue scale, with 0 = “not at all”
to 100 = “most intense”.

Fig. 5 – Mean IE scores and standard errors obtained in Experiment 2 for unimodal stimuli (grey), congruent bimodal stimuli
(blue) and incongruent bimodal stimuli (red) for both emotion expressions. Panels A and C display performance when
participants were instructed to discriminate the emotion expressed visually either with (A) or without noise (C). Panels B and D
display performance when participants were instructed to discriminate the emotion expressed auditorily either with (D) or
without noise (B). Congruent bimodal stimuli were better recognized than unimodal stimuli, and unimodal stimuli were better
recognized than incongruent bimodal stimuli—this was especially true for noisy target stimuli.
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reliability varying from place to place. For example, although
facial expression could provide the most reliable information
to interpret an emotion in daylight face-to-face interaction, at
night, vocal information is often more useful.

In Experiment 2, we explicitly requested the participants to
focus their attention to only one sensory modality at a time
while completely disregarding the irrelevant modality (Fig. 5).
This procedure was used to investigate if multisensory inter-
actions in the processing of emotion expressions originated in
an automatic, mandatory perceptual process rather than in a
post-perceptual judgement (i.e. a decision taken by the
perceiver after both inputs were processed) (de Gelder and
Vroomen, 2000). The underlying idea is that if audio-visual
integration operates in an automatic fashion, multisensory
influence should occur even if the participants only focus their
attention toward one single modality. Results clearly demon-
strated performance increase when the non-target modality
was emotionally congruent with the attended modality and a
decrease in performance when the concurrent modality was
incongruent with the expression displayed in the target
sensory channel. These effects attest to the automaticity of
multisensory interactions in the perception of emotion ex-
pressions. This situation could be related to a kind of
“emotional Stroop”where the automatic nature of integration
in bimodal emotion induces an inability for participants to
focus on only one modality, even if instructed to do so. Other
evidence for this hypothesis comes from studies showing
evidence of the limited role of awareness in bimodal percep-
tion, by demonstrating nonconscious influence of a non-
recognized facial expression presented in the blind hemifield
of hemianopic patients in the categorisation of affective tone
in voice (de Gelder et al., 2005, 2002). The automaticity hy-
pothesis is further corroborated by electrophysiological find-
ings showing that face/voice emotion interactions takeplace at
early perceptual stages rather than during late decisional
stages (deGelder et al., 1999; Ethofer et al., 2006b; Pourtois et al.,
2000) and occur irrespective of attentional resources deploy-
ment (Vroomen et al., 2001). Moreover, we also observed that
the influence of the irrelevant modality was especially strong
when delivered with noisy sensory targets. This is again in
accord with the “inverse effectiveness” principle (Stein and
Meredith, 1993) and could be linked to the proposition men-
tioned above that bimodal emotional information is integrated
by attributing less weight to uncertain sensory information. In
the present situation, when the attended modality was less
reliable, participants automatically attributed more weight to
the irrelevant sensory modality in their processing of bimodal
emotional expression.

More generally, we observed better global performance
when participants attended to the visual modality compared
to the auditory one. This result lends support to the idea that,
at least for the case of “fear” or “disgust”discrimination in the
present study, the visualmodality transmits themost salient
information. This could also be related to the fact that the
decrease of performance obtained in the bimodal incongru-
ent condition of stimulation is greater when the subjects
attend to the auditorymodality than to the visual one (Fig. 5).
In other words, this reflects a more disruptive power of
the irrelevant visual expressions on auditory judgement
than irrelevant auditory expression on visual judgement.

This result is certainly in line with the enhanced salience of
the visual stimuli which induces more disruption than the
auditory ones when in concurrence with the sensory target.
Such observations should be linked to our observation that in
an unconstrained situation (Experiment 1), without noise,
participants preferentially categorise incongruent audio-
visual situation toward the emotion expressed in the visual
modality.

Recent neuroimaging studies have suggested that the
combination of affect expressions as observed in the present
study is likely to be implemented in specific anatomical con-
vergence zones, probably between the visual and auditory
modalities such as in the amygdala and the middle temporal
gyrus in the left hemisphere (Ethofer et al., 2006b). Because the
use of dynamic visual stimuli and non-linguistic vocal expres-
sions is a typical situation of our environment and thus pos-
sesses a higher ecological value, we believe that suchmaterial
may provide great insight into the neural network involved in
audio-visual coupling of emotion (Kreifelts et al., 2007). Also,
the brevity of our clips (500 ms) makes them suitable for
comparison between electrophysiological and neuroimaging
techniques. Moreover, the use of dynamic visual and non-
verbal vocal emotional stimuli may provide more ecologically
valid understandings of emotion processing disorders postu-
lated in some psychopathologies (autism, schizophrenia). In
particular, future studies should address the possibility that
specific deficits in emotional integrative processes could exist
in the absence of any abnormality of unimodal face or voice
processing (Delbeuck et al., 2007; de Gelder et al., 2003).

4. Experimental procedures

4.1. Participants

Sixteenpaid volunteers participated in Experiment 1 (8 females;
mean age 26, S.D. 9; all right-handed). The same number
of subjects participated in Experiment 2 (8 females; mean
age 25, S.D. 10; all right-handed with the exception of 1 left-
handed female). Four subjects took part in the two experiments.
All participants were without any recorded history of neurolo-
gical or psychiatric problems, reported normal hearing and
normal or corrected-to-normal vision and did not use psycho-
tropicmedicationat the timeof testing. Thestudywasapproved
by the local ethics committee and all subjects gave their written
informed consent prior to inclusion in the study.

4.2. Stimuli

We decided to focus on “Fear” and “Disgust” emotion expres-
sions because from an evolutionary perspective, both emo-
tions share a common goal which is to alarm the observer in
situation of direct threat and thus may be more important for
survival than other basic emotion such as happiness. Indeed,
in the multisensory domain, Dolan et al. suggested that the
rapid integration across modalities is not as automatic for
happy expressions as it is for fear signals (Dolan et al., 2001).
Furthermore, despite the fact that both emotions belong to the
category of ‘negative affect’, disgust and fear expressions can
be clearly distinguished fromone another (Belin et al., in press;
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Ekman and Friesen, 1976; Simon et al., 2008) and serve as a
model to study the existence of separate neural substrates
underlying the processing of individual emotion expressions
(Calder et al., 2001).

The visual stimuli came from a standardized set of 64
dynamic color stimuli of prototypical facial expressions of
pain, the so-called basic emotions (Happiness, Anger, Disgust,
Fear, Surprise, Sadness) and neutrality (Simon et al., 2008). For
the purpose of this study, we selected the 3 male and the
3 female actors who produced the most unambiguous facial
expressions of “fear” and “disgust” emotions. The facial ex-
pressions were “prototypical” insofar as they possessed the
key features (identified using the Facial Action Coding System:
FACS) identified by Ekman and Friesen (1976) as being rep-
resentative of everyday facial expressions. The samemale and
female actors portrayed the two emotions. The use of several
different stimuli (3 males/3 females) for each discrete emotion
avoided potential confounds with actor's identity or sex in the
“fear–disgust” discrimination tasks. The original video clips
which lasted 1 s were cut with Adobe Premiere 6.5 (Adobe
Systems Inc.) to obtain 500ms-clips. All the clips startedwith a
neutral frame before initiation of the facial movement. These
new clips were then resized (image size: 350×430 pixels, frame
rate=29.97 frames/s) in Adobe After-Effects 7.0 (Adobe Sys-
tems Inc.). A recognition rate of approximately 85% was ob-
tained in the unimodal visual conditions for both emotions,
attesting that the stimuli were reliably discriminated by our
volunteers.

Theauditory stimulicame fromthe “Montreal affectivevoices”,
a standardized set of emotional vocal expressions designed for
research on auditory affective processing with the avoidance
of potential confound from linguistic content (Belin et al.,
in press). The set consisted of 70 short, non-linguistic interjec-
tions (the vowel /a/) expressing basic emotions (anger, disgust,
fear, happiness, sadness, and surprise) plusaneutral expression
recorded in ten different actors. The set is freely available at
ftp://132.204.126.245:21021. Among this set, we selected “Fear”
and “Disgust” vocalizations portrayed by the 3 male and the
3 female actors producing the stimuli with the highest level of
distinctiveness. Again, each actor portrayedboth emotions. The
selected affective interjections were then edited in short
meaningful segments of 500 ms (rise/fall time 10 ms) and
normalized peak value (90%) using Adobe Audition 2.0 (Adobe
Systems Inc.). A recognition rate of approximately 85% for
“disgust” and 80% for “fear” was obtained in the unimodal
auditory conditions, attesting that the stimuli were reliably
discriminated by our volunteers.

The bimodal stimuliwere obtained by simultaneously present-
ing visual and auditory clips. The matching could either be
“congruent”, with audio and video tracks portraying the same
emotion (i.e., Fearful Face/Fearful Voice), or “incongruent”, with
audioandvideo tracksportrayingdifferentemotions (i.e., fearful
Face/Disgust voice). Each actor in the visual clips was assigned
with a specific “voice” for the two emotions throughout the
experiment, either in the congruent or incongruent conditions.

4.3. Procedure

The participants sat in a silent and darkened room. Stimuli
were displayed using Presentation software (Neurobeha-

vioral Systems, Inc.) running on a Dell XPS laptop computer
with Windows XP operating system. Behavioural responses
and reaction times were recorded using Logview, a custom-
made software specifically designed to analyse behavioural
data obtainedwith Presentation. Visual stimuli (width=10° of
visual angle; height=12.5° of visual angle) were presented in
the centre of the screen over a constant grey background. The
viewing distance was maintained constant at 60 cm by using
a chinrest. Auditory stimuli were presented binaurally trough
headphones (Philips HJ030) at a self-adjusted comfortable
level.

4.3.1. Experiment 1
The participants were required to discriminate fear and
disgust emotion expression stimuli presented only auditorily,
only visually, or audio-visually. Audio-visual stimuli could be
either incongruent (different expression in the twomodalities)
or congruent (the same expression in the twomodalities). The
participants were required to respond as quickly and as ac-
curately as possible in a forced-choice discrimination para-
digm, by pressing the appropriate keyboard keys. The response
keys were counterbalanced across subjects. The subjects were
instructed to identify the portrayed emotion as either “fear” or
“disgust” based on their initial reaction to the stimuli, even if
they perceived a conflict between the senses. This paradigm
was used to investigate eventual modality-dominance in
conflicting situations. The participants were presented with a
total of 480 stimuli (2 [Emotions]×4 [Conditions]×60 [stimuli;
10 by each actor (6)]) randomly interleaved in 5 separate blocks
of 96 stimuli. Since preliminary results demonstrated a visual
dominance in the discrimination of incongruent audio-visual
stimuli, we decreased the reliability of the visual target to
diminish the visual dominance in the incongruent condition.
To do so, we adjusted the visual signal-to-noise ratio of the
video clips to lower the accurate discrimination of the stimuli
presented only visually to a level of approximately 70% correct.
The adjustment was carried out individually using the QUEST
procedure (Watson and Pelli, 1983) implemented in the
Psychtoolbox (Brainard, 1997; Pelli, 1997) for Matlab (The
MathWorks, Inc.). During the adjustment phase, the partici-
pants viewed60 video clips (30 “fear” and “30”disgust) towhich
white Gaussian noise was added in each of the three color
channels. The participants were then presented with a total of
360 “noisy” visual stimuli (2 [Emotions]×3 [Conditions: Visual
alone, audio-visual congruent, audio-visual incongruent]×60
[stimuli; 10 by each actor (6)]) randomly interleaved in 5 sep-
arate blocks of 72 stimuli. The noisy visual stimuli were always
presented after the noiseless visual stimuli because pre-tests
showed that performance increased rapidly over the first 100
trials or so before reaching an asymptote and we wanted to
make sure that the noise adjustment was performed after the
asymptote was attained.

Each stimulus presentation was followed by a 2000 ms
grey background (the response period), then a central cross
appeared for 500 to 1500 ms (random duration) prior to the
next stimulus (Mean ISI 3000 ms; range 2500–3500 ms). Trials
to which participants did not respond were considered as
omissions and were discarded. Breaks were encouraged be-
tween blocks to maintain a high concentration level and
prevent mental fatigue.
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4.3.2. Experiment 2
In experiment 2, participantswere also submitted to a “fear” vs
“disgust” discrimination task but were explicitly requested to
focus their attention to only one sensory modality at a time
while completely disregarding the irrelevant modality. We
used this procedure to test if multisensory interaction in the
processing of affective expression is a mandatory process
which takes place even if the subject's attention is focused on a
single modality (de Gelder and Vroomen, 2000). In the visual
condition, participants saw stimuli displayed only visually and
audio-visually; audio-visual stimuli were either congruent
or incongruent. In the auditory condition, participants were
presented stimuli only auditorily and audio-visually; audio-
visual stimuli were either congruent or incongruent. In both
conditions, we presented noiseless stimuli in a first condition
and noisy stimuli in a second condition. The visual and au-
ditory signals were degraded to test if multisensory influence
is strengthened at a low level of certainty, as predicted by the
“inverse effectiveness” principle (Stein and Meredith, 1993).
The noisy stimuli were obtained following the method de-
scribed above (for auditory stimuli, unidimensional white
Gaussian noise was added to the signal) with a discrimination
rate of stimuli presented only in one modality approximately
set to 70% correct.

Presentation of noisy stimuli always followed the pre-
sentation of noiseless stimuli conditions to ensure that per-
formance had stabilized to its asymptotic level. The order
of the auditory and visual conditions was counterbalanced
across subjects. In each of the four conditions, a total of 360
stimuli (2 [Emotions]×3 [Conditions]×60 [stimuli; 10 by each
actor (6)]) were delivered in five separate blocks of 72 stimuli.
The stimulus-delivery procedure was the same as in Experi-
ment 1.

4.4. Data analysis

To take both response speed and accuracy into account,
Inverse Efficiency (IE) scoreswere derived by dividing response
times (150–1500 ms post-stimulus) by correct response rates
separately for each condition (thus, a higher value indicates
worse performance). IE scores, which constitute a standard
approach to combine RT and accuracy measures of perfor-
mance (TownsendandAshby, 1978, 1983), canbe consideredas
“corrected reaction times” that discountpossible criterion shift
or speed/accuracy tradeoffs (Spence et al., 2001; Roder et al.,
2007). IE scores were submitted to repeatedmeasures analysis
of variance (ANOVARM). Based on significant F-values, Bon-
ferroni post-hoc analyses were performed when appropriate.
Accuracy and RTs data are illustrated in three supplementary
figures (Figs. 6, 7 and 8). Analysis of “redundancy gain” and
violation of the racemodel inequality (Miller, 1982)were tested
on RTs of Experiments 1 and 2. In the race model, faster RTs
obtained in bimodal situations are produced because the two
unimodal stimuli set up a race for the control of response and
the faster process wins, that is, there is no need to postulate
neural interaction between the two stimuli. However, if RTs
obtained in the bimodal condition are better than the predic-
tions of the race model, this provides evidence that informa-
tion from the visual and auditory sensory modalities
interacted to produce the RT facilitation. Analyses of violation

of the racemodel inequalitywere carriedoutusing theRMITest
software which implements the algorithm described in Ulrich,
Miller and Schröter (2007). The algorithm estimates the
cumulative probability distributions of RT in the two unimodal
conditions and the bimodal condition, and tests whether
redundant-targets (the bimodal condition) RTs are significantly
faster than would be predicted by a race model (with t-tests).

The individual variability of the main results in both
experiments is presented as supporting material in supple-
mentary Figs. 9, 10, and 11.
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